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Abstract. Measurements were made with the Mark III stellar

interferometer in order to verify predictions for the accuracy

of very-narrow-angle interferometric astrometry. The Mark III
was modified to observe simultaneously on its 12-m baseline

the phase of the fringe packets of the primary and secondary of

the long-period visual binary star c_ Gem. The residuals of the

phase difference between primary and secondary were analyzed

for 6 data segments taken over two nights. Examination of the
Allan variances of the data out to a measurement limit of 8 min

indicates that the error is white, as predicted. The mean fluctu-

ations of the residuals corresponds to an astrometric accuracy

of 21 #as/v/h, which is in good agreement with the predictions

of atmospheric models. An accurate separation for c_ Gem was
also determined: 3('281=t=0'.'01 at position angle 73723-t-07. 15
for B 1992.9589.

Key words: atmospheric effects - instrumentation: interferom-

eters - methods: observational - techniques: interferometric -
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1. Introduction

Atmospheric turbulence is the limiting factor for all ground-
based astrometric measurements. While differential measure-

ments have smaller errors than absolute measurements, and also

exhibit a white-noise error power spectrum, they are still lim-

ited by turbulence. The detailed error behavior for a differential
measurement depends on the relationship among the star separa-

tion, the mean atmospheric height, and the instrument baseline.

In particular, it is convenient to define the isokinetic angle Ok as

B/h, where B is the instrument baseline (or telescope diameter)
and h is a mean atmospheric height. For star separations 0 > Ok

- the usual narrow-angle regime - the error eLx0in a differential

measurement is only weakly dependent on the star separation

and is not dependent on the instrument baseline. However, for
0 < Ok, the error is strongly dependent on both separation and

baseline length. More precisely, in terms of a standard infinite-

outer-scale Kolmogorov atmospheric model, the variance in a

differential measurement can be written (Lindegren 1980; Shao
& Colavita 1992)

e20 __ 5.25
B-4/302 f dhC2n(h)h2W -I (h) ] t -l '
02/3 f dhC_(h)h2/3W-l(h) J

[00<<0k , t>> B/W ]>>0k, t>>(0h)/W '
(1)

where C_(h) is the turbulence profile as a function of height, W

is the wind speed, and t is the integration time. This expression

is plotted in Fig. 1 using atmospheric parameters appropriate to
Mauna Kea, Hawaii.

The desirable behavior in the regime 0 < Ok, where the

error standard deviation is linear with star separation and in-

versely proportional to (baseline) 2/3, can be exploited with long-

baseline infrared interferometry (Shao & Colavita 1992). In par-

ticular, with observations at 2.2 #m, phase referencing to syn-

thesize long coherent integration times in order to select faint,

nearby reference stars, and with long baselines to reduce atmo-

spheric and photon-noise errors, differential measurements with
an accuracy of tens of microarcseconds (#as) per v_ should be

possible. Such accuracy would allow for the astrometric detec-

tion of exoplanets from the ground.

While measurements of the behavior of differential mea-

surements in the regime 0 > Ok exist and are consistent with

Eq. (1) (Han 1989), quantitative measurements of astrometric

behavior in the regime 0 < Ok are sparse. Measurements by

Gatewood (1991) using trail plates from the 3.6-m CFH tele-

scope on Mauna Kea confirmed the improved astrometric behav-
ior which occurs for small star separations; I however, the noise

floor of the measurements prevented a quantitative assessment

of the performance for 0 << Ok. The objective of the present

investigation was to confirm Eq. (1) in the very-narrow-angle

regime with respect to overall scale factor and the predicted
white-noise behavior for one set of baseline and star-separation

parameters. To this end a set of observations were conducted
using the Mark III stellar interferometer on Mt. Wilson.

' Gatewood refers to the region of improved performance as the

isokinetic patch; thus the description of Okas the isokinetic angle.
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Fig. 1. Differential astrometric error for several baseline lengths using
measured Mauna Kea turbulence profiles and an integration time of
I h; from Shao & Colavita (1992)

Section 2, below, describes the instrument configuration

used in this experiment. Sections 3 and 4 describe the obser-

vations and the data processing. Finally, Sects. 5 and 6 provide
a discussion of the experimental results and some conclusions.
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Fig. 2. Optical schematic of the Mark Ill interferometer as configured
for these measurements

2. Instrument configuration

The measurements described below were made with the

Mark III stellar interferometer, a long-baseline optical interfer-

ometer on Mt. Wilson (Shao et al. 1988a). The Mark III was

modified to simultaneously observe, on separate channels, the

fringe phase from two stars separated by several arc seconds.

The target for these measurements was the binary star _ Gem.

To properly exploit the atmospheric behavior in the very-

narrow-angle regime, an interfcrometer should incorporate a
dual-beam feed at each aperture to separate the light from indi-

vidual stars in the field and route it to separate optical trains and

beam combiners to simultaneously measure the fringe phases.

However, with a single-beam instrument like the Mark III, a si-

multaneous differential measurement can be accomplished by

choosing a pair of stars within the subapcrturc beam and sepa-

rating them in delay space. In particular, rather than choosing a

very-narrow-bandwidth filter as would be appropriate for syn-

thesis imaging of the entire field, wider filters are used such that
the fringe packets from the two stars do not overlap ['or some

range of hour angles. The pupil is then partitioned into subpupils

with separate detectors and different delays so that simultane-
ous phase measurements can be made for the two stars. The

disadvantage of this scheme is the loss of light due to pupil

division and the extra noise resulting from the incoherent back-

ground from the second star in each channel. However, for the

purposes of this experiment, the resulting restriction to bright

sources is not a problem.

Figure 2 illustrates the instrument contiguration used for

these measurements. In normal operation of the Mark III, light

from the north and south arms is routed through optical delay
lines and combined at a beamsplitter. The beamsplitter outputs

are divided into a wideband channel for tracking the white-

light fringe and three narrowband channels for precise amplitude

measurements. Pathlength (temporal) modulation introduced by

one delay line, in conjunction with binning of the photon counts,

is used to measure the fringe parameters in each channel at a

4-ms rate. The fringe phase from the white-light channel is used

in real time to control the position of the second delay line in
order to track the atmospheric phase fluctuations.

For the measurements described here, the instrument was

modified as shown in the figure by dividing the 5-cm-diameter

fringe-tracking pupil into adjacent semicircular subpupils and

using separate detectors for each. The light from the primary

subpupil was divided into three spectral channels: a wideband

channel (no. 1), _560- 1000 nm, for fringe tracking in the usual
way, and two narrowband channels (nos. 4 & 3), one at 700 nm,

25-nm wide, and a second at 500 nm (the light from this chan-

nel was not used here). The light from the secondary subpupil
was detected on a single channel (no. 2) also using a 700 nm,

25-nm-wide filter. For this experiment channels 1 and 2 used

high-sensitivity silicon photon-counting avalanche photodiode

detectors (APDs), while the other channels used GaAs photo-

multiplier tubes.

To simultaneously detect the fringe packet from the sec-

ondary star on channel 2 while fringe tracking on the primary

star, a pair of rotating glass plates were inserted into the sec-

ondary subpupil. As shown in the figure these plates act as dif-
ferential delay lines to modify the total delay to the proper value

needed for the secondary star. The plates were 12.7-mm-thick

BK7, shaped to minimize obscuration of the annular portion of

the pupil used lbr angle tracking. For this experiment, which

had the secondary star north of the primary star, the plate in the
south arm was adjusted normal to the beam, while the tilt of the

plate in the north arm was adjusted using a motorized transla-
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tor.Asafunctionofrotationangle8, thedelayx introduced by

each plate is given as

t (rig - _. cos(e - 0'))
z = , (2)

COS (_t

where ng and na are the indices of the glass and air, l is the plate

thickness, and (_r is the internal angle sin-'(na sin (_/ng).

The coherence length of the narrowband filters used in the

experiment is _20 #m, which establishes the accuracy with

which the differential delay must be set. In a practical dual-
beam interferometer the differential delay would be monitored

by a separate metrology system and would be adjusted contin-
uously to maintain coherence. For this experiment, which did

not incorporate additional metrology beyond that used on the

main delay lines, the rotating plate was moved to fixed posi-

tions. The secondary fringe was then allowed to drift through

the coherence length of its filter with earth rotation as the fringe

on the primary was tracked by the main delay line. Using its

translator, the delay introduced by the rotating plate could be

set to _5 #m.

The required differential delay is easily determined from the
standard expression for the overall delay x: z = B.g, where B is
the baseline vector and _ = 3:cos 5 cos H- ?)cos 6 sin H+_. sin 8

is the source unit vector in equatorial coordinates (H = HA, 5

= decl.). For a small separation between stars of A6 and Ao_ in

declination and right ascension, the differential delay is given

by (cf. Thompson et al. 1986)

Ax = B. A_, (3)

where

A_ _ 3:(- sin 6 cos HA6 + cos _5sin HAck)

+ ?)(sin 6 sin HA6 + cos 8 cos HAs)

+ 2(cos 6A_5). (4)

For the small separations of the experiment, this is an excellent

approximation.

3. Observations

The instrument configuration used for these measurements im-

poses several constraints on the target stars: a) the primary star

needs to be bright, as the fringe-tracking aperture is half the

normal size, b) the magnitude difference between the primary

and secondary needs to be large enough that there is no ambigu-

ity between fringe packets for the white-light tracker, but small

enough that the background from the bright star doesn't over-
whelm the signal from the dim star, c) the difference in delay
between stars needs to be larger than the coherence length of the

narrowband filters to prevent overlap of the fringe packets, and

d) the star separation needs to be within the isoplanatic patch

to allow the primary to serve as a phase- and angle-tracking

reference for the secondary.
The visual binary cr Gem (ADS 6175; HR 2891, 2890;

R.A.(2000) 07h34m37 _, decl.(2000) +31°53'24"; ml =

V2=
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Fig. 3. Squared visibility amplitude (V 2) vs. time in the secondary
channel for the two nights analyzed here. The horizontal lines and let-
ters identify the six segments analyzed in detail. The symbols indicate
the times at which the differential delay was changed

1.94 mag, m2 = 2.92 mag) (cf. Hirshfeld & Sinnott 1985) meets

the requirements above and was used as the target for these ob-

servations. As the two components are of similar spectral type

(A1V and A2Vm), the magnitude difference at 700 nm should
be close to the visual difference. For these measurements the

approximate binary separation was 3('3 at a position angle of
75°; as c_ Gem has a period of at least 400 y, orbital motion

during the observations can be ignored.
The 12-m N-S astrometric baseline of the Mark III was used

for these measurements. Measurements were conducted over

three nights in 1992:9 Dec., 16 Dec., and 17 Dec. The first

night was used for coarse astrometry and calibration of the dif-
ferential delay; the data presented here are from the last two

nights. These data consist of six segments, each longer than
15 min in duration. They are delimited by changes in the fixed

differential delay or by gaps in the data recording due to tape
changes. The basic observational parameters of these data seg-

ments are given in cols. 2-4 of Table 1, and are also shown in

Fig. 3, which plots the squared visibility amplitude (V z) in the

secondary channel as a function of time as earth rotation sweeps

the secondary fringe through the coherence length of the nar-
rowband filter; the symbols on the graph indicate changes in the

differential delay introduced by rotating the plate in the north

arm to a new position.

4. Data processing

As mentioned above, the Mark II! uses pathlength modulation

with 4 time bins to measure the fringe parameters. From the

photon counts for each time bin, the quadratures X and Y and
total photon count N per frame are determined for each of the

4 spectral channels. These data, plus the position of the laser-

monitored delay line, are recorded every 4 ms when the instru-
ment is locked on the white-light fringe.

From these data the square of the fringe visibility in the

primary and secondary 700-nm narrowband channels, VoZ and

Vs2, is estimated with the usual unbiased estimator (Shao et al.

1988b)

V 2 = (7r2/2) < X 2 + y2 _ N > / < N >2, (5)
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Table 1. Summary of observations

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

segment UT date start time duration num pts ZA o-x ro seeing 0o

(h) (min) (4 s) (deg) (#m) (cm @0.55 1,m) (arcsec) (arcsec)

A 16 Dec 92 8.37 40.4 267 12.5 8.6 15.5 0.73 2.75

B 16 Dec 92 9.77 37.8 392 5.1 7.7 17.6 0.64 3.63

C 17 Dec 92 6.83 47.4 595 30.9 6.0 23.7 0.48 2.57

D 17 Dec 92 7.69 28.8 324 22.4 6.7 20.8 0.55 2.97

E 17 Dec 92 8.18 17.5 240 17.3 6.0 23.8 0.48 2.98

F 17 Dec 92 8.59 35.8 356 10.6 6.0 23.9 0.47 2.64

C 1 17 Dec 92 5.86 3. I 33 47.3 8.0 17.0 0.67

C2 16 Dec 92 I 1.60 44.0 312 27.3 8.6 15.5 0.73

Table 2. Summary of measurements

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (t2) (13)

segment N o V2 SNR_ N, V,2 SNR_ Po2 SNR 2 crI,N O'A_,A crc, Az,A _AO

(4 ms) (4 ms) (4 ms) (4 ms) (4 s) #m(4 s) p.m(4 s) #m(4 s) #as/v'_
A 15.0 0.131 0.79 68.4 0.023 0.63 0.103 15.2 0.029 0.051 0.043 24.6

B 16.9 0.144 0.98 67.2 0.021 0.58 0.191 30.4 0.020 0.033 0.026 14.9

C 18.3 0.219 1.62 56.8 0.031 0.72 0.085 22.9 0.023 0.048 0.042 24.3

D 18.1 0.221 1.62 55.7 0.012 0.28 0.126 14.5 0.029 0.050 0.041 23.4

E 19.4 0.229 1.81 59.5 0.019 0.45 0.127 24.3 0.023 0.038 0.031 17.8

F 19.1 0.214 1.66 58.7 0.035 0.84 0.091 28.3 0.021 0.045 0.040 23.2

C1 17.0 0.192 1.32 55.8 0.083 1.88 0.448 213.0 0.008 0.016 0.014

C2 18.4 0.158 1.18 61.9 0.003 0.07 0.480 11.8 0.032 0.041 0.025

where the indicated averaging is over M frames. For this exper-

iment, M=1000 4-ms frames were used for a nominal interme-

diate integration time (for contiguous data) of 4 s. These fringe

visibilities are reduced from unity by several factors: systematic

instrumental effects, atmospheric turbulence, the finite diameter

of the source, dark count (uncorrected in the expression above,

but small), and the (incoherent) background from the other star.

In particular, if we lump all but the last term into calibration

constants Vc2 and Vc2s, the expected values for V 2 are

v} = v tR/(R + l)l2
Vs2 = V2[1/(R + I)l 2, (6)

where R (> I) is the intensity ratio of the binary. For a Gem,

R = 2.47, so the scalings to V 2 beyond the ordinary calibrations

are 0.51 and 0.083 for the primary and the secondary at the peak

of their coherence functions. Without attempting to be particu-

larly quantitative, the calibration constants Vc2 for these data are

in the range 0.25- 0.50, with the lower end of the range appro-

priate for the first night. These values are smaller than normally

encountered with the Mark III for quantitative visibility mea-

surements because of the use of the off-axis apertures described

above, which are more sensitive to guiding errors and residual

system aberrations than the normal 2.5-cm centered apertures

used for the narrowband channels. Columns 2-7 of Table 2 sum-

marize N and V 2 lbr the data. The entries denoted SNR z are

the square of the signal-to-noise ratio in 4 ms, calculated as

SNR 2 = (4/Tr2)NV2; in the photon-rich domain, the variance

of a phase measurement is given as 1/SNR 2. The higher pho-

ton count in the secondary channel compared with the primary

channel (they should nominally be equal) is attributable to the

high-quantum-efficiency APD detector on that channel.

The fundamental observable for this experiment is the phase

difference A_5 = $1 - _b2 between the primary and secondary

components (or Ax = k-JA_b, k = 27r/A, A = wavelength).

However, as inspection of Table 2 indicates, the SNR per 4 ms

in the narrowband channels is inadequate to provide an unbiased

phase estimate on that time scale. Thus some sort of phase refer-

encing, exploiting the isoplanatic separation of the binary com-

ponents, is needed to increase the SNR before calculating the

phase from the quadratures. Ordinarily, one would phase refer-

ence the narrowband channels to the wideband primary channel.

However, as the SNR in the narrowband primary channel is _!,

there is little SNR penalty in phase referencing the narrowband

secondary channel directly to the narrowband primary channel,

and the phase difference computed in this fashion was used here.
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Fig. 4. Intermediate outputs in the processing of segment C

The appendix provides details on computing the phase differ-
ence, as well as the properties of the phase-difference estimator.

Like the visibilities, the difference phasors were averaged

coherently for 1000 4-ms frames. As shown in Fig. 4, which
illustrates the processing for segment C, the estimated phase

wraps over an interval of 700 nm as the secondary fringe sweeps

through the coherence length of the filter. The chosen coherent
integration time yields residual errors much smaller than the

wrapping interval so that the data can be unwrapped without

ambiguity. In addition, at a 4-s integration time, the knee of

the equivalent low-pass filter falls below the baseline cutoff fre-

quency W/B in the phase-difference power spectrum, below

which the spectrum should be white.

Only minor editing of the data was performed at this stage;
no editing was done on the raw quadratures or photon counts. In

this experiment, in which the differential delay line moves only

in steps, so that the phase difference varies continuously, an ex-

cessively long intermediate integration time will blur the phase
difference and thus reduce its SNR. More precisely, assuming a

linear phase change (A¢)max during the integration, the SNR

of the phase difference is reduced by 1 - sinc((A¢)max/2),

where sinc0 = sin()/(). For a maximum SNR reduction of 5%,
the total sidereal phase change during the integration must be

<1.1 rad. For this experiment, the sidereal change during the

nominal 4-s coherent integration time is much less than this
value. However, due to occasional loss of lock and the time re-

quired for fringe reacquisition, data is not recorded at a 100%

duty cycle, and the actual time required to obtain 1000 frames
can exceed 4 s. Consequently, those points whose duration was
such that the constraint above on sidereal motion during the in-

tegration time was exceeded were edited out. While it would

be straightforward to incorporate the sidereal motion into the

phase-reference calculation to allow for arbitrary coherent in-

tegration times, the fraction of rejected points was < 0.5%, so
this step was not taken. Finally, one 6-_r outlier was deleted

from segment C. No further editing was performed. Column 5

of Table 1 gives the number of 1000-frame points (henceforth

4-s points) per segment analyzed in detail below.

For each data segment, a best-fit sidereal sinusoid was sub-
tracted from the 4-s points, and the Allan variance of the resid-
uals was calculated as in Sect. 5.1. The Allan standard devia-

tions at 4 s (i.e., the first Allan point) are recorded in col. 11 of

Table 2. Concurrent with the phase-difference calculation, the

signal-to-noise ratio of the phase-difference estimator and the
cross coherence were calculated as described in the appendix.

These quantities are included in cols. 8 and 9 of Table 2; col. 10

gives the predicted photon-noise contributions to the residuals
corresponding to the phase-difference SNR. Column 12 of Ta-

ble 2 gives the Allan deviations of the residuals corrected for the

photon-noise bias; in principle, these corrected values represent
the atmospheric noise only. For all of the observations presented

here, the projected interferometer baseline was within 0.4% of

its 12.0-m physical length. Using this value to convert the phase

differences to angle, and hypothesizing white-noise behavior,

yields the last column of Table 2, which expresses the photon-
noise-corrected deviations in terms of #as astrometric error per

x/h integration time.

5. Discussion

5.1. Shape of the phase-difference power spectrum

One of the goals of this investigation was to verify that the power

spectrum of the phase difference is white, as predicted, allowing

for a v_ improvement in astrometric accuracy with increasing

integration time. Thus the Allan variance (cf. Thompson et al.
1986) for each segment was computed from the 4-s residuals

x_. The Allan variance 0"2,A at lag l (l _> 1) was calculated as

ax'A = 2(M' + 1 - 2/) Xn+m -- xn+t+m , (7)
= m=O

where M I is the total number of points. For this calculation the

data points in each segment were simply concatenated with-
out time-tagging, i.e., they were assumed evenly spaced at 4-s

intervals. Because of irregular sampling, discussed above, this

has thc effect of slightly blurring any narrow spcctral features

which may exist in the data, but would not obscure trends in-
dicative of non-white behavior. The Allan-variance points were

corrected for photon-noise bias using the values given in col. 10
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ofTable2as(cr_,A)c(/)= a_,A(/) - O'2N//'. The square roots of
the uncorrected and corrected Allan variances for l = 1 are the

values given in cols. 11 and 12 of the table.

Inspection of the Allan variances at this stage revealed a

broad spectral feature for certain of the segments at an inte-

gration time corresponding to the mean fringe-wrap period (cf.

Fig. 4). This feature was identified as leakage of the bright pri-
mary into the tails of the secondary narrowband coherence func-

tion, which is consistent with the observation that the strength

of the feature was largest for those segments with the smallest

differential delay. 2Thus, assuming constant primary leakage for

each segment, we subtracted a best-fit sinusoid at the wrap rate

from each data set and recomputed the Allan variances with the

bias correction. Figure 5 plots these Allan deviations vs. inte-

gration time for the six segments analyzed here. The spacing of

data points is 4 s. The maximum integration time plotted was
limited to that which yielded 4 independent terms in the outer

average of the Allan-variance calculation (i.e., l <<_Mt/5), at

which point the SNR per point (assuming a white-noise spec-

trum) was ,-_1.2. The Allan deviation of a white-noise process
exhibits v'_ behavior, illustrated by the solid lines in the fig-

ure. Over the time duration shown in the plot, which extends
to t _ 8 min, the atmospheric residuals are consistent with the

predicted white-noise behavior.

5.2. Photon-noise floor and performance of the phase-difference
estimator

Two calibration data sets were analyzed to examine the system

noise floor and phase-difference estimator performance. These
are identified as segments CI and C2 in Tables I and 2, which

include the relevant observational and measurement parameters
for these data. For these segments the differential delays were

set so that both channels measured the phase of the primary

star. For segment C1 the differential delay was set near zero

to yield a strong signal in both channels; for segment C2 the

differential delay was set somewhat away from zero to yield only

a weak primary signal in the secondary channel. Segment C1

establishes an upper bound on the systematic noise floor of this

experiment. For this high-SNR case the rms of the residuals falls
a factor of two below the smallest rms measured for data sets

A-E Clearly, the fact that the Allan variances do not exhibit non-

white behavior at large lags also indicates that the systematic

noise floor is lower than the atmospheric noise floor over the
time scales of this experiment.

Segment C2 serves as a test of the accuracy of the predicted
photon-noise bias which is subtracted from the data sets above.

With its low SNR, the rms of its residuals is much higher than for

C 1and is dominated by the photon noise of the phase-difference

2 If for some reason the effective pathlength-modulation stroke
were mismatched to the wavelength, it would also introduce a phase-
measurement error periodic with the wrap rate. However, this error
would be at the second harmonic of the wrap rate (Colavita et al. 1987),
while the spectral feature which was seen was at the fundamental, with
negligible second-harmonic content.

0.05 , , , , ,t , , , , , ,, ,i , , ,

0 0,01
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E
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0.002 ..... _ I I I I I I I I I I I I

t0 100
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Fig. 5. Allan deviations for the six segments as a function of time after
subtraction of the primary leakage. These values have been corrected
for the photon-noise bias. The plotting interval is nominally 4 s (see
text). The solid lines, which illustrate v'_ behavior, are the predictions
from the two models discussed in Sect. 5.3

estimator. However, subtracting the predicted photon-noise vari-

ance yields a corrected residual which is still larger than for

C I. This implies that the predicted photon-noise bias calcu-

lated from the estimated phase-difference SNR may slightly

underestimate the true bias. Thus the bias corrections applied
to segments A-F should be conservative. If the bias corrections

applied to the segments were scaled such that the corrected

residuals for C1 and C2 were the same (a scaling of 1.2 to the
standard deviations creN), the mean astrometric error for the 6
data sets would be reduced 10%.

There are some additional points worth commenting on re-

garding these two data sets. As the pupils used for the two chan-

nels are separated spatially, the residuals of the phase difference

will remain nonzero even though both channels are observing

the same source. The size of this term is readily calculated. Start-

ing with Eq. (1), we substitute d, the mean separation of the two

beams, for Oh, and convert to fringe position by multiplication
by B 2, yielding

/ dhC_(h)W-_(h)t -j, _ > B/W, (8)_2 x 5.25B2/_d2

or, with W(h) = W, this expression can be written in terms of

r0 = 1.68[k 2 f dhC2(h)] -3/5 as

12.5k-  (wO-', B/w.(9)
kr0 ]

For this experiment the mean separation between beams d is

2.5 cm (the smoothing caused by the finite pupil extent affects

only the high-frequency portion of the power spectrum and thus

doesn't play a role in this calculation). Substituting r0 = 21 cm
at A = 0.55 (calculated below), and W = 10 m/s, a typical value,
yields eZXx= 0.010 #m rms at t = 4 s, which is consistent with

the 0.014/zm rms computed for segment C 1.
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The other point relates to the cross coherence F 2. If we let

0'24, be the variance of the phase-difference fluctuations during
the coherent integration time - we assume that the coherent

integration time is long enough that the full variance, rather than
a high-pass-filtered version, is appropriate - then I"2 is given by

I'_ = exp(--a2,), (10)

as discussed in the appendix. For two rays separated by distance
d, the variance is given by the standard result (cf. Roddier 1981):

_r_4, = 2 x 6.88(d/ro) 5/3, where the factor of 2 accounts for
assumed independent contributions from each aperture, a good

approximation when B >> to. With d = 2.5 cm and r0(700 nm)

= 28 cm, 0"24, = 0.25 rad 2. In reality, there will be substantial
aperture smoothing of the variance due to the finite aperture

extent. For the geometry of this experiment we estimate the

aperture smoothing to be 0.60, yielding a corrected variance of

0"2A4,= 0.15 tad 2. The cross coherence attributable to this value
is 0.86, which is much higher than the 0.45-0.48 observed for

segments C I and C2.
The hypothesis for the additional coherence reduction on

the calibration segments is that residual guiding errors are be-

ing manifest as OPD errors due to the use of off-axis aper-

tures. Guiding errors of 0.5" rms at each aperture in the axis
of the beam separation would contribute an additional 0.6 rad 2

of phase variance, which with the contribution above would
account for the observed cross coherence. 3 This seems a rea-

sonable explanation, especially as the partial intrusion of the

delay plate and mount into the angle-tracking annulus would
degrade guiding along the separation axis.

5.3. Correlation of the measurements with atmospheric models

Beyond verification of a white-noise spectrum for the differ-

ential residuals, the other objective of this experiment was to

compare the size of the residuals with the theoretical predictions.
Thus some seeing measures are needed to supply the parameters

for Eq. (1). One straightforward seeing measure is the rms OPD

fluctuations crx of a single star, which is readily calculated from

the laser-monitored delay-line positions, recorded at a 4-ms rate,

after subtraction of the sidereal term. These values are given in

col. 7 of Table 1.4 Each has been scaled by ,_ 1.05 to account for

the high-pass filtering of the finite segment length T. The scaling
(for standard deviation) is given as 1/[1 - 0.63(B/(WT))I/3],

which can be derived from the expression for the power spec-

trum of the phase fluctuations (cf. Colavita et al. 1987). These
2 6.88k-2(B/ro) 5/3. Using thisfluctuations relate to r0 as 0"_ =

expression estimated values for r0, at a nominal wavelength

3 As a check, we calculated the cross coherence between the pri-

mary narrowband and white-light channels. The measured value for
the section of data analyzed was 0.85, which is reasonable given the

systematic phase-measurement errors which occur in the white-light
channel because of the wide spectral bandwidth and because of mis-
matches between the assumed and actual effective wavelength (which

is especially important when fringe hopping occurs).
4 For the short segment C1, crx was estimated from an adjacent 20-
min section of data beginning at 5h.93.

of 0.55 #m, and seeing Alto, are given in cols. 9 and 10 of

Table 1. These are the as-measured quantities, uncorrected for

zenith angle (given in col. 7 of the table). The mean value of r0

for segments A-F is 21 cm at 0.55 #m- 28 cm at the observa-
tion wavelength of 700 nm - for mean seeing of _-,0.54".

While a useful measure of the overall seeing, r0 alone is de-

ficient in predicting the astrometric error in a differential mea-
surement. As seen from Eq. (1), the astrometric error depends

on an integral of the turbulence profile which emphasizes the

upper atmospheric layers, while r0 is a function of an integral

of an unweighted turbulence profile. As an additional atmo-

spheric measure we can consider the isoplanatic angle, given by

Oo = 0.31(ro/hs/3), where h5/3 = If C2nhS/3dh/ f CZndh] 3/5

(cf. Roddier et al. 1982). This weighting is much closer to that

used in calculating the astrometric error, and should be a better
performance predictor. For an interferometer with independent

contributions from each aperture, the phase-difference variance

as a function of star separation 0 is given by

o-_x,_= 2(0/00) 3/3 + o"2, (I 1)

where the term cr2 represents the additional fluctuations identi-
fied above (,-_0.6 rad2). This expression is clearly an approxi-

mation for this experiment with spatially separate, finite-extent

apertures. However, with a 3"3 star separation, the linear sepa-

ration at, say, 10 kin, will be 16 cm, which is much larger than

the 2.5-cm beam separation on the ground. In addition, the spa-

tial separation, which will tend to increase the variance, will be

offset by the aperture averaging of the finite apertures, which
will tend to decrease the variance, so that the simple expression

above should be a good approximation.

Similar to the analysis is Sect. 5.2, we can estimate the iso-

planatic angle using Eqs. (11) and (10). The results, scaled to
0.55 #m, are given in col. 10 of Table 1; the mean value is 2.9".

Comparison of the final results for astrometric error (col. 13, Ta-

ble 2) with the values of r0 and 0o shows better correlation of

the error with isoplanatic angle than with coherence diameter.

Two numeric evaluations of Eq. (1) were presented by Shao
& Colavita (1992). One was that computed by Lindegren (1980)

for the case of a Hufnagel turbulence profile with a standard

wind model, while the other used measured turbulence and

wind-velocity profiles from a seeing campaign at Mauna Kea
(Roddier et ai. 1990). The predictions of the Hufnagel and

Mauna Kea models for the star separation and baseline of this
experiment, 27 and 15 #as/v_, resp., are plotted as the upper

and lower solid lines in the Allan variance plot, Fig. 5. The mea-

sured errors range from 15 to 25 #as/v/-h, with a mean value of

21 #as/v/-h. The mean values of astrometric error, r0, and 00

for this experiment are summarized in Table 3 along with the

predictions of the theoretical models and the seeing parameters

of the assumed profiles.

From the table the atmospheric parameters for the measured
data are seen to be similar to those of the Mauna Kea model,

but with a slightly smaller isoplanatic angle. For a uniform scal-
ing of the turbulence profile C,2_(h), the astrometric error scales

with isoplanatic angle as 005/6. Scaling the astrometric error
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Table 3. Summary of atmospheric parameters

model/observation ro 0_ e_xo eao(t3 = 12 m, 0 = 3('3)

(0.55 jum) (0.55 #m) (arc sec) (#as/v_)

Hufnagel model 12 cm 1.3" 540B-2/30t -I/2 27
Mauna Kea model 21 cm 3.5" 300B-2/30t -I/2 15

Current observations (mean) 21 cm 2.9" 21

for the Mauna Kea profile to the measured isoplanatic angle
yields a prediction of 18 #as/v_. While, as discussed above,

the isoplanatic angle is not a complete predictor of astromet-
ric performance, the measured 21 /_as/v/-h is quite close to this

value. In addition, both the likelihood of an underestimate of

the photon-noise bias, discussed above, as well as the gener-

ally more clement winds at Mt. Wilson than at Mauna Kea,

would tend to improve the agreement between theory and mea-
surement. To make a more rigorous comparison would require

detailed simultaneous turbulence-profile and wind-speed mea-
surements. However, on the basis the data at hand, the measured

values seem in good agreement with the theoretical predictions.

5.4. Astrometry of ce Gem

Although not the objective of this investigation, the measure-
ments made here allow for an accurate determination of the

separation of o_Gem A-B at this epoch, which could be used to

improve its orbital parameters (there are presently two different
published orbits for ct. Gem, with periods of 420.1 and 511.3 y

(cf. Hirshfeld & Sinnott 1985)). The binary separation A& Ao_

is related to the differential delay Az(t) through Eq. (4). As the
fixed delays introduced by the rotating plate were not known

precisely, the astrometry used only the sin H and cos H terms

in that expression. More precisely, the 6 data segments were used

together in a single least-squares solution for 8 parameters: the

coefficients of the sin and cos terms of the sidereal delay along
with 6 constant terms. Using these coefficients yields a solution

for A6 and Ac_ of W947 and 3"700, or in terms of separation

and position angle, 3"281 and 73?23. While the formal errors for

separation and position angle are small: _'002 and 0?.07, they

would be much smaller in a practical narrow-angle instrument

which included metrology of the differential delay to allow for a

solution from the delay, rather than from what is essentially the

delay rate; an orthogonal baseline would also provide improved

two-dimensional astrometry.

The major systematic effect which degrades accuracy is the
knowledge of the narrowband filter's center wavelength, speci-

fied by the manufacturer as +3.5 nm; this uncertainty should not

affect the position angle. The other systematic effects considered

seem small: baseline knowledge is ,-_l0 #m, which introduces

a negligible astrometric error; differential refraction (which in-

volves only the second-order refraction term, as the vacuum

delay lines of the Mark III eliminate the first-order term) is cal-
culated to be < 1 #as; the shift of the effective wavelength of

the narrowband channels due to the spectral slope of the source

across the bandpass is much smaller than the manufacturing un-

certainty mentioned above; and the linear approximation used in

Eq. (4) introduccs errors smaller than 10 #as. If required, these

effects could be reduced by modeling, calibration, or nonlinear

analysis. Clearly, a long-term observing program is needed to

validate the formal errors given above. For now, we will con-

servatively double the formal errors and add in the filter uncer-

tainty (interpreted at ±2a) to yield separation, position angle,
and 1-o" errors for cr Gem at B1992.9589 of 3'.'281±_'01 and
73723-L0715.

6. Conclusion

The predictions lbr the astrometric error in a differential mea-

surement of closely-spaced stars made with a long-baseline in-

terferometer are quite small. Measurements with the Mark III

interferometer have been conducted to verify some of the pre-

dictions of the theoretical models. For a star separation of 3:'3
and a baseline of 12 m, the measured residuals correspond to

an astrometric error of 21 #as/V'-h, which is in good agreement

with the predictions of the models. The Allan variance of the

data is consistent with white-noise behavior out to an integra-

tion time of 8 rain, a time which was limited by the length of

the available data segments. While these measurements clearly

cannot state that the error is white at longer integration times,
we see no evidence of anomalous behavior at the shorter time

scales which would pose problems at longer integration times.

A more complete understanding of the atmospheric lim-
its to narrow-angle interferometric astrometry over a range of

star separations, baselines, and integration times, with adequate

sensitivity to observe a large number of sources, requires an

instrument optimized for narrow-angle measurements. This op-

timization includes larger apertures, a dual-star feed at each

aperture, separate beam trains, infrared operation, and complete

metrology of the optical path. The NASA TOPS (Toward Other
Planetary Systems) program has recently funded development

of the TOPS lnterferometer Technology Testbed, an instrument

which includes these optimizations. The goal of this instrument

is to verify the atmospheric limits and demonstrate the tech-

nology needed to achieve narrow-angle differential astrometric

accuracies of tens of microarcseconds. With such accuracy one

could conduct an extensive search for Jupiter- and Saturn-mass
planets around thousands of stars, as well as lor Uranus-mass

planets around >50 stars.
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Using Eq. (Al) and the independence of the raw quadra-

tures, the mean square of Xa is given by

--2--2

X_I = MX_X_ + M(M - l)XtX 2

--2--2

+ MYI2Y_ +M(M - l)YiY 2

+ 2M2XIX2Yt Y2. (A6)

Appendix A: signal-to-noise ratio of the phase difference

As the signal-to-noise ratio in a single frame is too small for

an unbiased calculation of the phase difference, the difference

phasor is first integrated over M frames. Let X_j, Yij be the

quadratures of the raw phasors for star i, i = 1,2, for frame j.

The quadratures Xa, Ya of the difference phasor are calculated

as

Xa = E XuXzJ + YUY2)

j=_ ,M

Yd = Z XuY2J - YIjX2j. (AI)

j=l ,M

The difference phase A_b is calculated from the integrated pha-

sors as

A_fl = arctan (_-_d) . (A2)

The raw quadratures for the two stars have means (cf. Walkup

& Goodman 1973)

Xi - v/2NiV_ cos _
7r

v_N,V_
Yi = -- sin 4h, (A3)

71"

where N_, Vi, and q_i are the mean photon rate per frame, the

fringe visibility, and the instantaneous fringe phase; the factor

v/-2/lr, rather than 1/2, arises from the use of 4 discrete time

bins during demodulation. The mean-square values of the raw

quadratures are given by

X--_ --2= X i + N_/2

-- --2

y z = y_ + Ni/2. (A4)

As the raw quadratures are statistically independent, the means

of the difference quadratures are given by

"X d : -'_ M N IVI N2 V2 F d C°S A fb

Yd = fsMN, V1N2V2Fo sin Ach, (A5)

where A_b is the average phase difference over the coherent

integration time and F_ is the cross coherence of the two phases,

viz. Fc] = exp(-azA¢), where 024, is the variance of the phase

difference, assumed Gaussian, during the coherent integration

time.

Substituting Eq. (A4) yields

1 --2 --2 l MN2(X 2,+Y_)
X 2 = _MNI(X2+Y2)+

1

+ "_MNtN2 + M2(X'IX2 + Y1Y2) 2. (A7)

Finally, substituting Eqs. (A l) and (A3) yields

1 MN 2(N2V2)2 1 V_) 2
X_ = _ I _ + _MNz2(N;2 (A8)

l --2

+ _MNIN2 + X d,

and thus the variance of Xd is given by the first three terms of

this expression. The variance of Y_ is identical, and both are

denoted as a_. The SNR is defined traditionally as the mean

length of the phasor divided by the standard deviation of the

orthogonal noise term, viz. SNR_ = S 2 = --2pd/ad'2 Let

S_ = _-/z N_V_ 2 (a9)

be the square of the high-light-level signal-to-noise ratio for the

individual phases. The square of the mean phasor length _ can

be written

_]=1 2 222-_M NIN2S l S2Iad, (A10)

and the square of the difference-phase SNR is thus given by

_1 /_,4" _,2 q,2 p2

$2 = 2 .... 1_2 "a (A 1i )
, 2 ,92)"1 + _(S 1 +

This expression has intuitive asymptotic forms. Assume Sl =

$2. When photon-rich, the SNR of the difference is just Sa =

_Y'a $1/v_, which is what would be expected from the differ-

ence of the two phases; when photon-starved, the SNR becomes

dependent on N 2 rather than N, viz. Sa = v/--MFaS_/x/'2.

For the data analyzed in this paper, the SNR in the nar-

rowband primary channel is _1, so there is little penalty in

essentially using it as the phase reference. However, were both

narrowband SNRs less than unity, a better SNR for the phase

difference would result from phase referencing the narrowband

channels to the phase of the wideband channel.

Using Eqs. (A9) and (AI0), an estimator for the cross co-

herence is given by

V_d = 4 (X_ + Y_)- MN, N2(I + ½(S_ + S_))
fiJ2 N, N2S_ S_ (AI2)
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